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Autonomous airborne refueling requires that the position of the receiving aircraft relative to the tanker be known

very accurately and in real time. Tomeet this need, highly precise carrier-phase differential global positioning system

solutions are being considered as the basis for navigation. However, the tanker introduces severe sky blockage into

the autonomous airborne refueling mission, which reduces the number of visible global positioning system satellites

and hence degrades the positioning accuracy. In this paper, we analyze the autonomous airborne refueling

navigation problem in detail, define an optimal navigation architecture, and quantify navigation system availability.

As part of this work, a high-fidelity dynamic sky-blockagemodel is developed and used to plan autonomous airborne

refuelingflight tests. Theflight testswere conducted to obtain time-tagged global positioning systemandattitude data

that were processed offline to validate the blockage model.

I. Introduction

U NMANNEDair vehicles (UAVs) have recently generated great
interest because of their potential to perform hazardous

missions without endangering the lives of pilots and crews. A UAV
does not fatigue, and thus endurance is limited by mechanical
constraints, weapon payload, and, primarily, fuel [1,2]. Therefore,
aerial refueling is a key capability in making full use of the benefits
inherent in the UAV [1,3]. Because UAVs are unmanned, such
refueling missions must take place autonomously. Autonomous
aerial refueling (AAR) is considered a technical challenge [2] and a
relatively new area of research, withmost of the previous work being
done within the past five years.

A key role in successful refueling is to estimate the position of the
UAV relative to the tanker very accurately and in real time. In
addition, to ensure safety and operational usefulness, the navigation
architecture must provide high levels of integrity, continuity, and
availability. Integrity risk is the likelihood of an undetected
navigation error or failure that results in hazardously misleading
information. Continuity risk is the probability of a detected but
unscheduled navigation function interruption after an operation has
been initiated. Availability is the fraction of time the navigation
function is considered usable (as determined by its agreement with
the accuracy, integrity, and continuity requirements) before an
operation is initiated. To meet these requirements, several
instruments and methods for relative navigation have been pursued.
Most of the previous research focused on passive and active vision
sensors. Passive vision systems do not require the cooperation of the
target in any way [4]. The disadvantages with passive systems come
from their significant computational burden and sensitivity to
lighting conditions. In contrast, active vision systems communicate
and coordinate with the target using a set of structured light beacons
and a sensor [5,6]. Although active vision sensors are more robust to
lighting conditions, their tracking performance is highly sensitive to
the beacon arrangement and measurement dropouts. A further
drawback to vision systems in general is that additional equipment

must be installed on the UAV (and on the tanker in the case of the
active vision systems), which can be weight- and cost-inefficient.

The global position system (GPS) is a passive, satellite-based
ranging system. The nominal GPS satellite constellation consists of
24 satellites (there are typically 27–31 operational satellites at any
given time) in circular orbits. GPS satellites transmit the radio
ranging signals and navigation data in two different frequencies: L1
(1575.42 MHz) and L2 (1227.60 MHz). The fundamental principle
behind GPS satellite ranging is the measurement of the phase offset
between the received code for a given satellite and an identical code
generated internally in the receiver. A user can estimate his position
by obtaining ranges to the GPS satellites in view [7].

Although GPS has been used in the past in aircraft landing [8] and
aircraft-to-aircraft positioning [9], GPS was not originally
considered a candidate for AAR terminal navigation because of
AAR’s stringent fault-free integrity and accuracy requirements and
the severe sky blockage that the tanker causes to theGPS satellites. In
this work, terminal navigation is used to mean the final-approach
navigation of the UAV rendezvous with the tanker. Recently,
however, algorithms using dual-frequency GPS carrier-phase have
been developed to land aircraft on carrier ship decks with
requirements similar to AAR [10,11]. A benefit of using GPS for
AAR is that GPS systems will be installed anyway onboard the UAV
for navigation during all other phases of flight; there are no weight or
cost penalties in expanding its use. In this paper, we first introduce a
proposed shipboard relative GPS (SRGPS) navigation architecture
[10], which uses carrier-phase differential GPS (CPDGPS), and we
exploit it as a preliminary basis for AAR navigation.

Twomain types of in-flight refueling systems are currently in use:
the drogue system that most U.S. Navy aircraft use and the boom
system that theU.S. Air Force uses. In the drogue system, a hosewith
a cone-shaped basket at the end is winched out from the tanker wing
(Fig. 1a). The receiving aircraft has a probe that the pilot guides into
the basket. The boom system, in contrast, has a fixed boom that is
lowered from the tanker end and is extended into a socket on the top
of the receiving aircraft (Fig. 1b). Today, there are three types of
tanker airplanes used for in-flight air refueling: KC-135, KC-10, and
KC-130. If the KC-10 and KC-130 are used with the drogue system,
the sky blockage caused by the tanker aircraft is relatively small
because the drogue hose is winched from the wings of the airplane
(Fig. 1a). Although KC-10 is larger than KC-135, there are only 59
KC-10s in American inventory compared with 615 KC-135
airplanes. In this work, the KC-135 and the boom system are studied
in detail.

In this paper, we analyze the AAR navigation problem in detail,
define an optimal navigation architecture, and quantify navigation
system availability. To account for the obstruction that the tanker
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introduces to the GPS signal, a high-fidelity dynamic sky-blockage
model is developed. The blockage model and the navigation
algorithms are used to conduct availability sensitivity and global
availability analyses. In addition, the analytical tools established
throughout this work were used to plan AAR flight tests that took
place in September 2004. The goals of these tests were to validate the
AAR algorithms and the availability simulations. Time-tagged GPS
and inertial navigation system (INS) data were collected to use with
offline GPS algorithms and to verify the sky-blockage model and
simulations. Validation is obtained by comparing the predicted-
blocked satellites, as estimated using the dynamic model, with the
actually blocked satellites, as indicated by measured drops in signal
strength and phase-lock losses of the measurements. The results of
these experimental trials are also presented in this paper.

II. Availability Analysis

A. Navigation Algorithm

AAR applications are equipped with dual-frequency (L1 and L2)
GPS receivers because they have access to the military-encrypted L2
signal. The precision of code-phase measurements PR with nominal
receiver thermal noise is typically 0.3–1 m (�PR) and less than 1 cm
�� for carrier-phase measurements �. In addition to receiver thermal
noise, a number of other ranging error sources exist such as clock
biases �, ionospheric I, tropospheric delays T, multipath, and all
other additional biases d (such as interfrequency biases and antenna-
phase-center variations), which limit standard civil GPS positioning
accuracy to roughly the 10-m level [7]. The carrier measurement
contains the measured fractional cycle and the integer number of
cycles between the receiver and the satellite. However, when the
receiver acquires the GPS signal, it has no information regarding the
correct integer number of cycles. The unknown integer is called a
cycle ambiguity N, and the process of its estimation is known as
cycle-ambiguity resolution. The L1 and L2 code PR and carrier �
measurements can, for a given satellite i, be modeled as follows:

��i�L1 � ��i� � ��i� � �RCV � �L1N
�i�
L1 � I�i� � T�i� � d

�i�
L1 � "

�i�
�L1 (1)

��i�L2 � ��i� � ��i� � �RCV � �L2N
�i�
L2 �

f2L1
f2L2

I�i� � T�i� � d�i�L2 � "
�i�
�L2

(2)

PR
�i�
L1 � ��i� � ��i� � �RCV � I�i� � T�i� � d

�i�
L1 � "

�i�
PRL1 (3)

PR
�i�
L2 � ��i� � ��i� � �RCV �

f2L1
f2L2

I�i� � T�i� � d�i�L2 � "
�i�
PRL2 (4)

where d�i�L1 and d�i�L2 are the L1 and L2 additional biases
(interfrequency and phase center) for a given satellite i; fL1 and
fL2 are the L1 and L2 carrier signal frequencies; I�i� are the L1

ionospheric delay errors for a given satellite i; N�i�L1 and N
�i�
L2 are L1

and L2 cycle ambiguity for a given satellite i;PR�i�L1 and PR
�i�
L2 are the

L1 and L2 pseudorange rawmeasurements for a given satellite i; T�i�

are the tropospheric errors for a given satellite i; "�i�� and "�i�PR are the

carrier-phase and pseudorange remaining multipath and thermal
noise errors; �L1 and �L2 are the L1 and L2 carrier signal
wavelengths; ��i� is the range from the receiver to a given satellite i;
��i� and �RCV are the clock biases for the ith satellite and the receiver;

and ��i�L1 and �
�i�
L2 are the L1 and L2 carrier-phase raw measurements

for a given satellite i.
The realization of centimeter-level performance requires the

correct resolution of carrier-phase cycle ambiguities for GPS
satellites in view. The cycle-resolution problem is nontrivial in
general. A number of methods have been used to obtain the
resolution. Satellite motion can provide the observability for the
estimation of the cycle ambiguities. Unfortunately, the rate of
satellite motion is relatively slow in comparison with the timescales
of the refueling mission. However, carrier measurements at the two
frequencies can be combined to create a beat frequencymeasurement
with wavelength �w of 86 cm, generally known as a wide-lane
observable [7]. Because of the longer wavelength, the wide-lane
cycle ambiguities are easier to identify using code-phase
measurements. Once the wide-lane cycle ambiguities are identified,
the wide-lane observable provides a reliable measurement source
(more accurate than code phase) from which the cycle ambiguities
for L1 or L2 can be resolved. In addition, dual-frequency approaches
can be made more effective through the use of measurement filtering
and satellite redundancy.

The AAR navigation algorithms provide robust CPDGPS
performance by combining the complementary benefits of geometry-
free filtering [12] and geometric redundancy [10,11]. Geometry-free,
by definition, does not depend on the geometry of the satellites or the
user location and eliminates most of the nuisance terms and errors.
On the other hand, geometric redundancy is highly dependent on the
satellite geometry and is very sensitive to decorrelation errors and the
correlation between the measurements. A geometry-free measure-
ment of the wide-lane cycle ambiguity Nw can be formed by
subtracting the narrow-lane pseudorange PRn (which reduces the PR
errors compared with L1 or L2) from thewide-lane carrier �w (which
eliminates the geometry-dependent term � and the nuisance terms �,
T, and I), as shown in Eqs. (5–7) [7,12]. However, other frequency-
dependent biases dw (such as interfrequency biases or antenna-
phase-center variations) are not eliminated in the geometry-free
calculation [Eq. (7)]. Assuming that dw changes slowly with time
(with respect to the filtering periods used later in this work), their
filtered components will be eliminated in the double-difference

Fig. 1 Air refueling systems: a) drogue system and b) boom system.
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operation performed inside the service volume (more on this to come
shortly). However, if the tanker and UAV antennas are different,
phase-center variations can be calibrated such that any residual errors
are included in the carrier-phase error model used.
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where PR
�i�
n is the narrow-lane pseudorange for a given satellite i;

d�i�PRn is the narrow-lane component of the biases, equal to

d�i�L1�2 � d
�i�
L2

�L1 � �L2

��i�w is the wide-lane carrier phase for a given satellite i; d�i��w is the

wide-lane component of the biases, equal to

d�i�L1�2 � d
�i�
L2

�L2 � �L1

N�i�w is the wide-lane cycle ambiguity for a given satellite i; �w is the

wide-lane wavelength; d�i�w � d�i��w � d
�i�
PRn; and "w are remaining

errors that are modeled as first-order Gauss–Markov, with
autocorrelation time constant � and a variance �2w equal to

�2w�
�
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�2L1
�
�2�L2
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where �2w is the wide-lane observable variance; �2�L1 and �
2
�L2 are the

L1 and L2 carrier-phase noise variance; and �2PRL1 and �
2
PRL2 are the

L1 and L2 pseudorange noise variance.
When the UAV is far from the tanker, inside or outside the service

volume [i.e., the region in which the tanker reference GPS
measurements are available to the UAV (Fig. 2a)], the wide-lane
observable [left-hand side of Eq. (7)] is calculated and filtered. For
each satellite i, the filtered wide-lane observable is calculated by
averaging the wide-lane cycle ambiguities in Eq. (7) over a
corresponding time interval T�i�. The variance of the filtered wide-
lane ambiguities, �2�Nw, is estimated using afirst-orderGauss–Markov

measurement error model to account for correlation, caused mainly
by multipath, between measurements [10]:

��i�2�Nw
� 2��i�2w

T�i�=�
� 2��i�2w

�T�i�=��2 �1 � e
�T�i�=�� (8)

where T�i� is the time interval over which the wide-lane cycle
ambiguities for satellite i has been filtered, and � is the multipath
autocorrelation time constant of "w.

Using the wide-lane observable is beneficial because long
(geometry-free) filter durations can be used before the service
volume entry.However, as Eq. (7) shows, ambiguity resolution is not
possible outside the service volume because of errors such as
antenna-phase-center variations and interfrequency biases, which
can only be eliminated using double-differencing inside the data link
range. The cycle-ambiguity resolution at the L1 and L2 wavelengths

Fig. 2 Conceptual drawing shows the main steps in the refueling algorithm: a) both aircraft prefiltering wide-lane cycle ambiguities before the UAV

enters the service volume, b) tanker combines filtered wide-lane integers to simulate the mission, c) geometric redundancy when the UAV is in the

observation position, and d) some satellites will be blocked when the UAV goes below the tanker belly.
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using geometric redundancy is also limited to the service volume. In
this space, the UAV has access to the tanker reference carrier-phase
measurements and filtered wide-lane observables and is more robust
to ionospheric and tropospheric decorrelation, because the distance
between the UAV and the tanker is small. Therefore, only when the
UAV is near the tanker can carrier-phase geometric redundancy be
used for cycle estimation of L1 andL2 integers. In addition, a double-
difference operation r� between the tanker and UAV measure-
ments and between a preselected reference satellite measurement k is
used to eliminate the additional biases from the filtered wide-lane
observable dw [Eq. (9)] and the satellite and receiver clock biases �

�i�

and �RCV from the carrier-phase measurements [Eqs. (10) and (11)]:

r� �N�i;k�w �r�N�i;k�L1 � r�N
�i;k�
L2 � "

�i;k�
r� �Nw

(9)

r���i;k�L1 ���e�i;k�Tx� �L1r�N
�i;k�
L1 � "

�i;k�
r��L1 (10)

r���i;k�L2 ���e�i;k�Tx� �L2r�N
�i;k�
L2 � "

�i;k�
r��L2 (11)

where x is the relative position vector between the UAV and the
tanker; "� �Nw are differenced and filtered errors, which are normally
distributedwith a variance of �2�Nw;�e

�i;k� is the difference in the line-

of-sight vector between satellite i and satellite k; r� is the double-
difference operation between the tanker and the UAV and satellites i
and k; and r� �Nw is the double-difference filtered wide-lane cycle-
ambiguity estimate.

Stacking Eqs. (9–11) in matrix form for all satellites, L1 and L2
integers can be estimated:

r� �Nw

r�’L1
r�’L2

2
664

3
775�

0

��eT

��eT

2
64

3
75 � x�

I �I
�L1I 0

0 �L2I

2
64

3
75 r�NL1

r�NL2

" #

�
"r�’ �Nw

"r�’L1

"r�’L2

2
664

3
775 (12)

At this stage, integer fixing is facilitated using the least-squares
ambiguity decorrelation adjustment (LAMBDA) bootstrap method
[13] to meet the fault-free integrity requirements. The bootstrap
rounding method fixes ambiguities sequentially and provides a
measure of the probability of correct fix (PCF) throughout each step
of thefixing process. Based on [14], the variance of the ith ambiguity,
given that the previous integers in the set I� f1; 2; . . . ; i � 1g are
fixed (�i=I), is the i; i element of the diagonal matrixD resulting from
LDLT decomposition of the float-ambiguity estimate-covariance
matrix (decorrelated float-ambiguity estimate covariance in the case
of using LAMBDA). The probability that integers 1:k are fixed
correctly, given that all integers in the set I� f1; . . . ; k � 1g arefixed
(PCFk=I) correctly, is given by

PCF kjI �
Yk
i�1

2�

�
1

2�ijI

�
� 1 (13)

where PCFk=I is the probability that integers 1:k are fixed correctly,
given that all integers in the set I� f1; . . . ; k � 1g arefixed correctly,

��x� �
Z
x

�1

1������
2�
p exp��1=2v2� dv

and �i=I is the variance of the ith least-squares ambiguity, given that
the previous integers in the set I� f1; . . . ; i� 1g are fixed.

The fixing process is performed for those ambiguities that can be
fixed with a PCF [Eq. (13)] that is higher than the predefined
threshold. In thiswork, we assume that 10%of the fault-free integrity
budget of 10�7 is allocated to the cycle resolution, which leads to a

PCF threshold of 1–10�8. The remaining ambiguities remain
floating. To maintain the fault-free integrity associated with
ambiguity resolution, which is consumed by the PCF budget in the
fixing step, the geometric redundancy (including fixing ambiguities)
is performed only once.

The AAR mission is different from other missions because of the
severe blockage that is introduced by the tanker. This blockage
reduces the number of visible GPS satellites and hence degrades the
positioning accuracy (Fig. 1). To predict, and hence limit, the effect
of the satellite blockages, the AAR mission can be simulated using
the known GPS constellation at the time of the mission, the heading
of the tanker, and the blockagemodel (Fig. 2b). Once theUAVenters
the service volume, the tanker has access to the UAVmeasurements
and is able to simulate the AARmission (using a covariance analysis
similar to the one described in Sec. II.D) to decide whether to abort,
continue, or modify the refueling path. If the positioning accuracy
and fault-free integrity requirements are met based on the predictive
simulation, the UAV will move to the observation position (tanker
lead formation), in which the UAV is just off the wing of the tanker
and in the clear sky (Fig. 2c). At that point, the carrier-phase
geometric redundancy (including fixing ambiguities) can be safely
exploited for cycle estimation of L1 and L2 integers. From this point
forward, CPDGPS positioning can be implemented and the relative
vector between the UAV and the tanker (x) is estimated using
Eq. (14). Again, when theUAVmoves to the contact position (below
the belly of the tanker), some satellites will be blocked and removed
from the fixed integer set (Fig. 2d) (remember that cycle-ambiguity
estimation is only done once: at the geometric-redundancy step), but
the positioning accuracy remains within the required limit because
the predictive simulation has already taken these blockages into
account:

r���i;k�L1 � �L1r�N
�i;k�
L1 ���e�i;k�Tx� "

�i;k�
r��L1

r���i;k�L2 � �L2r�N
�i;k�
L2 ���e�i;k�Tx� "

�i;k�
r��L2

(14)

where r�N�i;k�L1 and r�N�i;k�L2 are fixed double-difference L1/L2
integer ambiguities.

An availability analysis is conducted to analyze the performance
of the prescribed architecture. In this work, availability is defined as
the percentage of time, per day, under which the fault-free vertical
protection level (VPLH0) is smaller than a vertical alert limit (VAL),
assumed to be 1.1 m. VAL is an integrity requirement representing
the tolerable error.VPLH0 is a function of the fault-free integrity risk
(assumed to be 10�7), the satellite geometry, and the precision of the
GPSmeasurements. If theVPLH0 value exceeds theVAL, the system
is said to be unavailable. VPLH0 is generated via a covariance
analysis of the proposed SRGPS architecture. In this analysis, a
maximum prefiltering period of 30 min is used to generate floating
estimates of thewide-lane cycle ambiguities.When theUAV is close
to the tanker, the broadcast floating wide-lane ambiguities from the
tanker are combined with the UAV floating ambiguities. Geometric
redundancy is exploited tofix thosewide-lane andL1 andL2 integers
that meet a 10�8 constraint for probability of incorrect fix. (In
subsequent sensitivity analyses, described later in this paper, the
fault-free integrity-risk requirement is relaxed to 10�4, and the
associated probability of incorrect fix is relaxed to 10�5.) After the
integer-fixing process, the position of the receiver aircraft can be
estimated based on the visible satellites at the refueling point. The
vertical component of the position-estimation standard deviation �v
is calculated and used to generate theVPLH0 bymultiplying �v by the
integrity-risk multiplier corresponding to the integrity-risk require-
ment (5.33 in the case of 10�7 fault-free integrity risk).

Using different values of code and carrier sigmas (single-
difference standard deviations), the service availability without
blockage is calculated for an example Central Pacific location (22� N
and 158� W) and is shown in Fig. 3. The single-difference sigmas
��PR and ��� indicated in the figure are related to the raw sigmas �PR
and�� by a scaling factor of

p
2. These results (and those that follow)

assume a first-order Gauss–Markovmeasurement error model with a
time constant of 1 min to model multipath colored noise. In this
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simulation, a 24-satellite [15] constellation is used. In addition, the
effect of depleted GPS satellite constellations is also included, using
the minimum standard constellation-state probability model
provided in the GPS service performance standard (GPS SPS)
[16]. These simulation parameters are used for all simulations
conducted in this work, unless otherwise specified. Given the same
requirements, AAR service availability is expected to be lower
because of the shadowing caused by the tanker airplane. Therefore,
before calculating the AAR availability, a satellite-blockage model
must be established.

B. Availability Using a Simple Blockage Model

A preliminary blockage model is created by reverse-engineering
masking geometries from photographs. Pictures of KC-135 tankers
from different views are used to calculate the azimuth and elevation
of the masking wedge that the tanker shadows from the sky (Fig. 4).
The service availability is calculated based on theworst-case azimuth
orientation of the tanker flight path at each sampled time during the
day. [Vertical dilution of precision (VDOP) is used as the metric to
define the worst case.] To determine the worst-case orientation for a
given satellite geometry, it is not necessary to apply the azimuth-
elevation mask to all possible orientations. Only the azimuths at
which satellites are located need to be considered. Initially, the
wedge is aligned with one of the satellites in view, and all of the
satellites that fall in the masked region are eliminated from the
constellation (Fig. 5). By rotating the wedge to be aligned with each
of the satellites, the worst possible case (VDOP) is guaranteed to be
captured. This method produces the same results as if all possible
orientations are tested, but is more time-efficient.

For a KC-135, themasking-wedge size is approximately 65 deg in
elevation and 100 deg in azimuth. A nominal 7.5-deg elevationmask
is used outside the wedge. The corresponding availability results are
shown in Fig. 6. Recall also that the preliminary AAR requirements
and parameters detailed in Sec. II.A are used here. The results show

that when the KC-135 blockage wedge mask is applied to the
architecture, the availability drops from 99.9 to 77.2%. It is
immediately clear that terminal navigation availability is highly
sensitive to sky blockage. As discussed next, for other (smaller)
tanker aircraft, the availability results would be somewhat better.
Therefore, the sensitivity of availability to different wedge sizes
(wedge azimuth and elevation values) is quantified.

For different tanker airplanes such as the KC-10 and KC-130, the
same method of reverse engineering could not be used to determine
the wedge angles, because of a lack of suitable images of these
aircraft during refueling. Instead, a range of masks with different
azimuth and elevation angles were used to span the different possible
combinations of tankers, fighters, and refueling systems. The
azimuth values usedwere 80, 100, 120, and 130 deg and the elevation
angles were 35, 65, 75, and 85 deg Availability simulations were
performed using all combinations of these wedge-angle values,
��PR � 30:0 cm and ��� � 1:0 cm. Figure 7 shows the availability
at different wedge azimuth and elevation masks. It can be seen, for
example, that the availability is reduced from 88 to 48% as thewedge
azimuth increases from 80 to 130 deg, while holding the elevation
mask at 65 deg. For the wedge sizes considered, the service
availability ranges from 27 to 98%. Because of this extreme
sensitivity to blockage, it is clear that a more accurate blockage
model will be required to precisely define navigation availability. A
detailed model for the KC-135 is described next.

C. Detailed Blockage Model

The previous results have shown that AAR terminal navigation
availability is highly sensitive to the size of the sky blockage induced
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Fig. 4 Reverse engineering to determine the masking-wedge geometry

of KC-135.

Fig. 5 Schematic diagram showing the method used to determine the
worst VDOP (numbers indicate the number of blocked satellites for each

iteration).
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by the tanker. The wedge-blockage model used in the preceding
initial analysis, although simple and efficient, is very conservative,
because it covers areas in the sky that are not actually blocked by the
tanker airplane. For this reason, a high-fidelity blockage model is
developed using 3-D CAD drawings of the KC-135 obtained from
The Boeing Company (Fig. 8).

The first step in generating the detailed blockage model is to
convert the 3-D CAD drawing of the KC-135 tanker to a vertex
matrix M containing coordinates of all n tanker vertices. This
conversion can be done using commercial CAD programs. The
vertex matrix is used as an input to the blockage model and needs to
be reevaluated only when a different tanker aircraft is used. The
geometry matrix G is prepared so that the refueling point (refueling
boom tip) corresponds to the origin point [0, 0, 0]. This can be done
by subtracting the value of the boom tip coordinate b from all of the
rows of the vertex matrix M:

G i �Mi � bT; i� 1! n (15)

whereb is the boom tip coordinate vector (3 � 1);Gi is the ith row of
the prepared geometry (n � 3) matrixG;Mi is the ith row of the raw
vertex (n � 3) matrixM; and n is the number of vertices in the CAD
model.

At this point, a C++ graphical library called OpenGL is used to
extract a 2-D snapshot of the tanker in space. The OpenGL function
library is frequently used by computer video game programmers to
generate realistic 3-D games [17]. It is used here to convert the 3-D
tankermodel to a 2-D snapshot. This conversion is required to reduce
the computation time and complications arising from verifying
whether the satellite line-of-sight vector penetrates the 3-D tanker
mesh. Therefore, a 2-D snapshot, which OpenGL efficiently
provides, can be easily converted to azimuth and elevation angles
using trigonometry. In short, OpenGL is analogous to a virtual
photographic studio with a camera, different types of lenses, a
projector, and a projector screen (on which the final 2-D snapshot
will be presented). In AARblockage, the camera is fixed at the origin
point (boom tip) and oriented toward the tanker. The orientation of

the camera and the projection screen are defined by a line-of-sight
vector between the camera and a specific target point in the tanker
(Fig. 9). The target point is chosen based on trial-and-error
experiments for different points and scenarios to ensure the best
resolution performance. Euler angles of the target line-of-sight
vector are used to define a new coordinate frame called the target
frame. The lens is defined by the desired view field, which includes
the view angle of the scene, and the nearest and farthest distances the
camera can capture. To have the best resolution performance, the
screen is located as far as possible from the camera. However, in
OpenGL algorithms, the screen location also defines the nearest
vision limit. Therefore, it must be placed between the camera and the
target (the tanker) and as close as possible to the tanker (for resolution
purposes). The screen parameters are calculated by transforming the
geometry matrixG from the model frameM to the target frame TR,
first using (3–2–1) rotation matrix (TRRM):

�GTR�T � TRRMGM (16)

where GM is the geometry expressed matrix in the model frame
(n � 3); GTR is the geometry matrix expressed in the target frame
(n � 3); and TRRM is the model-frame-to-target-frame rotation
matrix (3 � 3).

The projection screen location is defined by theminimum value of
the third column (Z direction) of theGTR matrix. The projections of
the minimum andmaximum values of the first and second column of
theGTR matrix on the screen define the screen size (view angle) and
the screen location in the X–Y plane. The furthest point the camera
can capture is obtained by finding the maximum value of the third
column of the GTR matrix. At this stage, the OpenGL function
generates a 2-Dpixel-basedmatrix representing the 2-Dprojection of
the tanker on the screen. Because the real dimensions of the
projection screen are already known (from the coordinates of the
view field corners), the pixel-based matrix can be easily converted to
a real dimension (n � n) matrix in meters (PTR). To calculate the
azimuth and elevation angles of the imprinted shadow on the screen
(PTR), it is converted to the model frame using the following
equation:

�PM�T � MRTRPTR (17)

wherePM is the shadowmatrix expressed in themodel frame (n � 3);
PTR is the shadow matrix expressed in the target frame (n � 3); and
MRTR is the target-frame-to-model-frame rotation matrix (3 � 3).

Using trigonometry, PM can be converted to azimuth and
elevation shadow vectors with respect to the boom tip [Eq. (18)]. The
shadowmatrix will be used to determinewhich satellites the tanker is
blocking.

Azi � tan�1
�
PMi;2
PMi;1

�
i� 1! n (18)Fig. 8 CAD model used to generate the detailed blockage mask

(courtesy of The Boeing Company).

Fig. 9 Schematic diagram showing the model and the target frames.
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Eli � tan�1

0
@ PMi;3���������������������������������
�PMi;1�2 � �PMi;2�2

q
1
A i� 1! n

where Azi is the azimuth angle corresponding to the ith pixel; Eli is
the elevation angle corresponding to the ith pixel; andPMi;k is the �i; k�
element of the shadow matrix in the model frame.

A sample plot that visually demonstrates the difference between
the wedge-blockage model and the new blockage model is shown in
Fig. 10. It is clear that the wedge-blockage model exaggerates the
amount of the sky actually obstructed by the tanker.

D. Availability Sensitivity Analysis

Using the new blockage model, navigation availability sensitivity
to other parameters, including elevation mask (outside the wedge),
satellite constellation used, fault-free integrity-risk requirement, and
use of the lateral alert limit (LAL) instead of VAL, is also quantified.
In this analysis, theworst-case heading is chosen byfinding theworst
VDOP for 360 different heading cases (corresponding to 360–deg
with a 1-deg increment). The results shown in Table 1 are for
��PR � 30 cm and ��� � 1:0 cm. The nominal case corresponds to
the simulation parameters detailed in Sec. II.A and the wedge-
blockage model in Sec. II.B. The benefit of using the detailed
blockage model is made obvious by comparing the 77.5%
availability using the wedge model to the 94.63% using the detailed
model. In addition, because air refueling missions are conducted at
high altitudes, the elevation mask outside the wedge can probably be
safely lowered from 7.5 to 3 deg. The resulting availability is
significantly improved from 94.63 to 99.48%. In contrast, relaxing
the fault-free integrity-risk requirement from 10�7 to 10�4 (and also
the cycle resolution probability of incorrect fix requirement from
10�8 to 10�5) improves the availability by 1%. Finally, it is also

shown in Table 1 that LAL availability is higher than VAL
availability, but only by about 1% for LAL� 1:1 m. In summary,
relaxing the fault-free integrity-risk requirement from 10�7 to 10�4 or
using LAL instead of VAL (but keeping the level at 1.1 m) has little
impact on the average service availability. However, using the 27-
satellite constellation [18] (24 nominal and 3 operational spares)
improves the availability to 97.65%. Based on the AAR program
recommendations (for demonstration purposes), 3-deg elevation
mask, 27-satellite constellation, and placement of the GPS antenna
60 in. aft of the nominal refueling boom tip have all been adopted as
reasonable standard assumptions. Therefore, availability results for
the combination of the three parameters are presented (A� B� C in
Table 1). The availability under this scenario is improved to 99.95%.
These parameter values are also used to conduct the global
availability analysis presented next.

III. Global Availability Simulations

A worldwide availability analysis is conducted using the
described architecture and the detailed blockage model that was
developed earlier. This phase of the study is designed to predict the
visibility of GPS satellites using J-UCAS tanking aircraft (KC-135),
and the resulting availability of a precise navigation solution is
presented as a function of location on the globe and direction of
flight. This latter variable is necessary because the shading of the
tanking aircraft is not symmetrical with respect to the GPS satellite
constellation, but depends on the direction of flight. The same
requirements on VAL (1.1 m) [fault-free integrity risk (10�7),
��PR � 30 cm, and ��� � 1:0 cm] and 30 min of prefiltering are
used.As already noted, a 27-satellite constellation, an elevationmask
of 3 deg, and an antenna located 60 in. aft the nominal refueling boom
tip are used.

To study the effect of the geographic location of the airborne
refueling mission on availability, a grid map of AAR locations is
used (Fig. 11). The selected locations are distributed on a grid of 10�

increments in longitude and latitude. In addition, to improve the
resolution in the midlatitude regions, a finer grid size of 5� in latitude
is implemented between latitudes of�40 and 40�. This simulation is
executed for one sidereal day (23 h and 56 min) and for flight
headings from 0 to 345 deg in 15-deg increments. In this study, due to
computational burden considerations, the effect of a depleted
constellation is not taken into account and availability is quantified
by the number and length of observed navigation outages. Therefore,
availability results are expected to be more optimistic than those
presented in Table 1, because of the fault-free constellation
assumption. A navigation outage is identified at the instant the VPL
value becomes greater than the proposed 1.1-m VAL. Navigation
outage maps are constructed for each flight heading and combined in
a single composite plot in Fig. 12. In this map, we distinguish three
levels of navigation outage durations: no navigation outage (clear
areas), navigation outages of 1-min duration (wavy-pattern areas),
and navigation outages greater than 1 min but less than 10 min
(square-pattern areas). In addition, the average availability Aavg and
worst availabilityAwrst values are calculated usingEqs. (19) and (20),
and the results with respect to the heading are shown in Table 2.

Aavg �
m � T �

P
m
i�1 Tout;i

m � T (19)

Awrst �min
m

i�1

�
T � Tout;i

T

�
(20)

where Aavg is the average availability; Awrst is the worst availability;
m is the total number of grid points; T is the number of minutes per
sidereal day (1436); and Tout;i is the total outage duration for grid
point i.

One-minute outages are not accounted for in Tout, because it was
assumed that an integrated INS systemwould be capable of bridging
outages of up to 1 min in duration. Figure 12 shows that there is not a

Fig. 10 Polar plot of the sky showing old and new blockage models.

Table 1 Navigation availability sensitivity to other parameters

Sensitivity parameter Parameter value Availability %

Nominal NA 77.22
Blockage model Detailed 94.41
Integrity risk 1 � 10�4 95.16
LAL 1.1 95.59
Low-elevation mask, A 3 deg 99.40
Constellation, B 24� 3 spare 97.65
Antenna location, C 60 in: aft boom tip 97.02
A� B� C See the preceding parameters 99.95
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single incident of an outage lasting more than 10 min for any grid
point with any heading. The worst availability for any grid point and
composite heading is 99.30%. However, the average availability
over all headings and all grid points is 99.9985%. These results and
the results shown in Table 2 are encouraging because they show that
there is always a time/heading combination that allows the UAV to
be refueled autonomously all over the globe.

IV. Blockage-Model Validation

To initially validate the detailed blockage-model process, a three-
vertex geometry is used as a benchmark test. The azimuth and
elevation angles of the three vertices are easily calculated
analytically and compared with the model-generated results. Then
the complete set of tanker vertices are used to compare 3-D CAD
views from the boom tip to the corresponding OpenGL shadow
snapshots. (These tests are implemented in MATLAB®, using a
camera located at the boom tip and aimed at the target point on the
tanker.) The results consistently exhibit precise matches. An
example result is shown in Fig. 13. At this point, the blockage model
is ready to be tested in a flight test environment.

A. AAR Flight Test

Asmentioned earlier, when the UAV enters the service volume, it
performs a covariance analysis based on the predicted visible
satellites at the contact position. The blockage model predicts which
satellites will be masked by the tanker. Based on the predictive
simulation results, the algorithm makes the decision to continue or
abort the mission and provide an alternative heading. Therefore, the
main goal of this section is to validate the blockage model and
quantify its performance in real flight conditions. Validation of the

Fig. 11 World map showing the simulation grid points.

Fig. 12 Composite map of all headings showing the outages at the grid points.

Table 2 Global availability results (average and worst

availability) for different heading angles

Heading, deg Aavg, % Awrst, %

0 99.9990 99.8607
30 99.9990 99.8607
90 99.9948 99.6518
150 99.9990 99.8607
180 99.9990 99.8607
255 99.9876 99.4429
270 99.9959 99.8607
285 99.9876 99.4429
All other headings 100 100
Composite 99.9984 99.3036
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navigation algorithms and integrity will be provided in future flight
tests.

AAR flight tests were conducted in September 2004 to collect
time-tagged GPS and INS data that were postprocessed to validate
the sky-blockage model. In these tests, a Lear jet was used as a
surrogate for the UAV. The algorithms developed in this work were
not used to navigate the Lear tanker formation. Instead, the Lear pilot
regulated his aircraft’s position relative to the tanker boom (which
was lowered during the flight test, but without being engaged)
visually and based on commands received from the boom operator
inside the tanker. The Lear jet was equipped with two GPS antennas:
a front antenna thatwas connected to aNovAtelOEM4 receiver and a
back antenna that was connected to a Rockwell EMAGR receiver
(Fig. 14). The tanker had only one GPS antenna, which was
connected to bothOEM3andEMAGR receivers. To help in planning
the flight test, simulations were performed to define the flight times
and azimuths that minimize GPS availability (i.e., maximize
blockage). The flight test took place in the Niagara Falls area (43� N
and 97�W) during the second and third weeks of September 2004. In
these simulations, GPS almanac data from 22 July 2004 were used to
provide predictions for a test date of 15 September 2004. Themission
planning results were also applicable for other days during the flight
test window by simply shifting outage events by 4 min per day. In
these simulations, ��PR � 30 cm and ��� � 1:0 cm were assumed.

Nineteen different test point positions for the boom were used in
the flight test to cover the KC-135 in-flight refueling envelope
(Fig. 15). In the mission planning process, these specified boom
positions were used to generate a series of sky-blockage matrices
(one for each boom position). Using the sky-blockage matrices,
simulations for each of the boom points were conducted and the
quantitative time trace results for VPL values, satellites in view, and
sky blockage were recorded. The resulting database was used to plan
the Lear tanker’s formation-flight-test paths (straight path relative to
the ground) by flying in the direction (heading) and time slot for each
test point when the satellite blockage or the satellite geometry is the

worst. Samples of the plots that are used in preparing the flight test
cards are shown in Figs. 16 and 17.

The data collected from the flight test was postprocessed to
validate the blockage model. The tanker aircraft usually flies in a
racetrack pattern that is limited by the refueling airspace. The
racetrack pattern consists of two straight legs and two turn legs, as
shown in Fig. 17. TheKC-135 is capable of providing 1000 gal=min
of fuel through its boom. If the straight leg is long enough to refuel the
UAV aircraft, a straight and level refueling mission is conducted.
However, if the airspace is small and the refueling time exceeds the
straight-leg time, a racetrack refueling mission (in which the UAV is
in contact position and the boom is engaged through the turn legs)

Fig. 13 Matching the 3-DCAD drawing as seen from the Lear antenna
with the OpenGL snapshot.

Fig. 14 Antenna locations on the Lear jet airplane.
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becomes necessary. In this work, it is assumed that the straight-leg
time is enough to refuel the UAV. Therefore, all simulations are
based on straight and level refueling only. (Modeling racetrack
simulations will be considered in future work.) Because the total
flight test duration was approximately 50 min, many racetrack
refueling patterns were performed. Although the individual
racetracks mimic the actual refueling racetrack, it is quite uncommon
for the receiving aircraft (the Lear in this case) to have multiple
racetracks in an actual refueling mission.

In previous blockage simulations, the relative vector and the
attitude of both aircraft were assumed to be static during refueling.
However, to analyze the actual flight data, the fact that both aircraft
are moving continuously must be considered. Therefore, a new
model, which accounts for the dynamic changes, is constructed
(Fig. 18). The dynamic model uses the tanker attitude and relative
position vector to place the tanker with respect to the Lear antenna
instead of using the boom tip (as in simulations). The relative
position vector is estimated through a prototype AAR relative

navigation algorithm that was developed earlier [19]. Because the
Lear performed many racetracks while being in the contact position,
many satellite outages and phase-lock losses were observed in the
recorded data. Although these outages will not impact the blockage-
model validation directly, they may degrade the certainty in the
relative vector estimation. More details about the vector estimation
can be found in [19]. The Lear attitude does not affect the shadow
masking; instead, it only changes the low-elevation mask for its
antenna. In addition, the attitude information from the tanker is used
to orient the tanker in space using the attitude-corresponding rotation
matrices.

The refueling boom is also captured in this model. Because real-
time boom extension and orientation parameters are not available in
the test data, the boom is assumed to be always pointed toward the
front Lear GPS antenna (referred to as OEM4). This is done by
extracting the boom elements from theCADmodel and then aligning
the boom with the (time-varying) line segment between OEM4 and
the pivot boom point on the tanker. This approximation is chosen

Fig. 17 Samples of the flight test cards provided in the mission.

Fig. 18 Three-dimensional dynamic blockage-model algorithm structure.
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based on Fig. 14, in which it can be seen that the simulated refueling
point is very near the OEM4 antenna. The tanker masking shadow
and the blocked satellites are then found using the same algorithm
described earlier. This process is done at each epoch (2-s intervals)
during host flight data analysis.

B. Blockage-Model Validation Using Flight Test Data

The collected GPS and INS data from both the airplane and the
relative position vector history generated in earlier work [19] are
used in blockage-model validation. The data set that is used in the
validation corresponds to data recorded on 21 September 2004 from
1100:38 to 1108:48 hrs. This time is specifically selected because it
includes flying at the heading of maximum blockage, shown in
Fig. 16. When comparing the blocked satellites predicted by the
model with the measurement outages, it was found that the blockage
model is conservative in the sense that there are points at which
satellites are predicted to be blocked by the model, but phase lock is
not actually lost. To determine if the discrepancies are due to a defect
in the blockage model, carrier-to-noise ratio (C/N0) values for those
satellites that are predicted to be blocked are examined.

The black dots in Fig. 19 represent the measured C/N0 values
corresponding to the L1 signal for satellite 30 (PRN30). A C/N0
value of zero means that the satellite is not visible (totally blocked).
The shaded area represents the blockage-model prediction for
PRN30. As mentioned earlier, it can be seen that the blockage

model does not always match the satellite outages. In the case of
clear sky (the first 100 s), C/N0 values are around 48 dBHz. Once
PRN30 is predicted to be blocked by the blockage model, a drop in
C/N0 is noticed. By comparing the times when PRN30 is predicted
to be blocked with the times when C/N0 values degrade, it is clear
that they generally concur. An exception would be the last few
points at the end of the shaded area, for which the blockage model
predicts the satellite to be in clear sky, although no measurement is
received. This can be explained by the fact that PRN30 has been
blocked for a long time and so time will be needed for the GPS
receiver to reacquire it. In other words, the blockage model did not
fail in identifying PRN30 as being blocked by the tanker. In
addition, signal-power degradation is evidence that the signal could
penetrate certain parts of the tanker.

To quantify the power loss caused by the blockage in a consistent
and general way that can be used in validating the accuracy of the
blockagemodel, a C/N0 threshold is used. As an example, in Fig. 19,
a threshold of 43 dBHz is considered reasonable. To generalize the
threshold selection criteria, a nominal C/N0 threshold value is, with
much attention, chosen to be 5 dBHz less than the average of the
previously observed obstruction-free C/N0 values, to identify signal
blockage. Choosing a threshold that can be used for all satellites is a
tradeoff process. If the threshold is too tight, the natural variation in
C/N0 might appear as blockages. In contrast, if the threshold is too
loose, it might not capture instances when the satellite signal
penetrates the tanker.

Figure 20 is constructed to compare the blockage-model
prediction with the signal quality for the satellites that encounter
blockages. In Fig. 20, the gray circles represent the blockage-model
prediction and the solid dots indicate a measured C/N0 value below
the threshold. In addition, the shaded area in the plot represents
periods in which the standard deviation of the positioning solution is
poor (standard deviation greater than 26 cm [19]). By comparing
occurrences of target satellites predicted to be blocked (in circles)
with occurrences of C/N0 values falling below the threshold, it was
found that the events generally coincide, especially when the relative
position error standard deviation is relatively good (less than 3 cm
[19]). The correspondence of the blockage model and C/N0 drops
shown in Fig. 20 is quantified in Table 3.

In Table 3, two different quantification metrics are introduced:
missed measured outage and missed predicted outage. Missed
measured outage represents the percentage of points that are
predicted to be clear out of the measured blocked points (C/N0 is
below the threshold). Missed predicted outage, on the other hand, is
defined as the percentage of points that aremeasured as clear (C/N0 is
greater than the threshold) out of the predicted-blocked points.
Therefore, if both percentages are zero, then the blockage

Fig. 19 Measured carrier-to-noise ratio (C/N0) for PRN-30 (shaded

area represents the blockage prediction).

Fig. 20 Comparison between the blockage-model prediction and the signal quality for the satellites that encounter blockages.
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performance is perfect. In addition, to provide a stochastic basis for
these percentages, the number of points that are measured as blocked
and predicted to be blocked are shown in Table 3. As a result, Table 3
reveals that the blockage-model performance is good with respect to
satellite 30 (PRN30). In the case of PRN22, the number of
comparison points is very low, and so statistically there is little that
can be inferred about the blockage model. In addition, Fig. 20 shows
that themismatch cases for PRN22 happenwhen the relative position
error standard deviation is poor. In the other case, PRN18 is a low-
elevation satellite (12 deg). Therefore, the mismatching can be
caused by the definition of the signal blockage. Asmentioned earlier,
a blockage is defined when C/N0 drops below the average by a 5-
dBHz threshold. Such a threshold might be inappropriate for low-
elevation satellites, because there is a greater degree of natural
variation in C/N0 at low elevations, as shown in Fig. 21.

Similar analyses were conducted on two other sets of flight test
data recorded on 21 September 2004 from 1404:08 to 1414:48 hrs
and 22 September 2004 from 1246:28 to 1251:28 hrs. The
quantitative results for these two days are shown in Tables 4 and 5,
respectively. As was the case with the earlier data set, the results

reveal that the blockage-model performance is good with respect to
high-elevation satellites (PRN25 in Table 4 and PRN9 in Table 5).
However, as discussed earlier, lower-elevation angles do not exhibit
the same performance, because the C/N0metric used to define signal
blockage is also sensitive to the weaker antenna gain at low
elevations. The only additional exception is PRN18 in Table 5.
Although PRN18 is a high-elevation satellite, the missed-measured-
outage percentage is high. However, after further inspection, it was
found that PRN18 was totally blocked (no signal could be tracked at
the GPS receiver) for 50 s. Later, when PRN18 came into the clear
sky, theGPS receiver needed time to reacquire it. As a result, the data
show PRN18 as “measured blocked,” although the blockage model
predicted the satellite to be in clear sky.

The measured C/N0 and phase-lock loss usually concur with the
blockage-model prediction. This correspondence provides strong
evidence toward the validation of the dynamic blockage model.
Remaining occurrences of data–model discrepancy do exist for some
satellites. Two probable interpretations have been suggested for
these occurrences: one is that the signal gets weaker when
penetrating the tanker body, but stays strong enough to maintain
signal lock and remain above the defined threshold (predicted to be
blocked and measured as clear), the other is that the signal gets
diffracted by the edges of the wings and stabilizers or reflected
(multipath), and the value of C/N0 falls below the threshold
(predicted to be clear andmeasured as blocked). The blockagemodel
developed in this work is conservative in that it assumes that any
signal that penetrates the tanker body is blocked. This assumption is
necessary due to lack of knowledge of the signal noise characteristics
after penetrating different parts of the tanker. In addition, if the
system availability is demonstrated to be acceptable using the
conservative assumption, any further model that takes the signal
power and noise into account will only serve to improve the
performance of the navigation system. In future work, a static KC-
135 ground test is recommended to assess the magnitude of the
assumed signal penetration, multipath degradation, and noise
characteristics of the penetrative signals.

V. Conclusions

A carrier-phase differential GPS algorithm was used to evaluate
terminal navigation performance for AAR. To make this algorithm

Fig. 21 Measured carrier-to-noise ratio (C/N0) for PRN-18.

Table 5 Quantitative results showing the blockage-model performance for 22 September 2004 0858–

0908 hrs data

PRN Elevation,
deg

Measured blocked
(points)

Missed measured
outage, %

Predicted to be blocked
(points)

Missed predicted
outage, %

5 16 45 53.3 27 22.2
9 52 28 10.7 25 4.0
18 67 59 54.2 30 10.0
21 25 51 58.8 27 22.2

Table 4 Quantitative results showing the blockage-model performance for 21 September 2004 1421–

1429 hrs data

PRN Elevation,
deg

Measured blocked
(points)

Missed measured
outage, %

Predicted to be blocked
(points)

Missed predicted
outage, %

6 21 190 13.5 243 32.5
25 56 297 5.1 282 0.0

Table 3 Quantitative results showing the blockage-model performance shown in Figure 20

PRN Elevation,
deg

Measured blocked
(points)

Missed measured
outage, %

Predicted to be blocked
(points)

Missed predicted
outage, %

18 12 135 36.3 111 22.5
22 40 8 62.5 4 25.0
30 45 173 5.2 169 3.0
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applicable to AAR, sky-blockage models were developed and were
used to study the sensitivity of navigation availability to required
fault-free integrity risk, elevation mask, and constellation. In
addition, a worldwide global analysis for GPS positioning was
conducted and the results were presented. GPS positioning
performance for the AAR application is promising in the sense that
the average availability is 99.9985% and the worst availability is
99.3036% for all headings and geographic locations examined. AAR
flight tests were conducted to validate the blockage model.
Simulations of AAR flight test missions that took place in
September 2004 were performed and the results were used in the
planning of these missions. The blockage model was validated using
benchmark tests and postprocessing of the flight test data. The
remaining discrepancies could not be directly attributed to the
blockage model, but may be related to signal penetration or
degradation caused by multipath reflection or diffraction on the
tanker.
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